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Abstract—The index selection problem (ISP) is an important optimization problem in the physical design of databases. The aim of this paper is to show that ISP, although NP-hard, can in practice be solved effectively through well-designed algorithms. We formulate ISP as a 0-1 integer linear program and describe an exact branch-and-bound algorithm based on the linear programming relaxation of the model. The performance of the algorithm is enhanced by means of procedures to reduce the size of the candidate index set. We also describe heuristic algorithms based on the solution of a suitably defined knapsack subproblem and on Lagrangian decomposition. Finally, computational results on several classes of test problems are given. We report the exact solution of large-scale ISP instances involving several hundred indexes and queries. We also evaluate one of the heuristic algorithms we propose on very large-scale instances involving several thousand indexes and queries and show that it consistently produces very tight approximate (and sometimes provably optimal) solutions. Finally, we discuss possible extensions and future directions of research.
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I. INTRODUCTION

The aim of physical database design (PDD) is to define an appropriate set of access structures for a database (DB), offering a good compromise between mass storage occupation and time required for information retrieval and maintenance. PDD is strictly dependent upon the database management system (DBMS) target, so the designer has to take into account, among others, two basic aspects:

• the access structures supported by the DBMS; e.g., hash functions, links, inverted indexes, clustering of data, etc.;
• the strategies used in accessing the data; e.g., join algorithms, index intersection methods, etc.

PDD is always a complex task due to the large number of possible choices, even if the DBMS offers only a limited set of features.

The index selection problem (ISP) is a particularly important phase of PDD and consists of choosing the DB indexes to be created in order to globally minimize the response time for a given DB workload. In some cases this choice is constrained by the number of candidate indexes, say \( F_1, ..., F_n \). Each index \( F_j \) has an associated maintenance cost, \( c_j \), and requires \( d_j \) memory units to be stored. Each query \( Q \) can access the DB data by utilizing at most one index, the corresponding execution cost being \( \mu_i \) if no index is used, or \( \gamma_i \) if index \( F_j \) is utilized. Let \( g_j := \max\{0, \mu_i - \gamma_i\} \) be the gain for using index \( F_j \) for query \( Q \).

ISP then consists of selecting a subset \( S' \subseteq \{1, ..., n\} \) (where \( j \in S' \) means that index \( F_j \) has to be constructed and stored) such that \( \sum_{j \in S'} d_j \) does not exceed a given bound \( D \) on the memory available for the indexes. The objective is the minimization of the overall cost for answering all the queries, computed as \( \sum_{i=1}^{m} \min\{\mu_i, \min_{j \in S'} \gamma_j\} + \sum_{j \in S'} c_j \), or equivalently the maximization of the net gain \( \sum_{i=1}^{m} \max\{g_j; j \in S'\} - \sum_{j \in S'} c_j \).

ISP is an NP-hard optimization problem [9]. It can be viewed as a combinatorial optimization problem since its solution has to be chosen from among a finite number of possible configurations. Therefore, explicit and complete enumeration of all the possible index subsets is, in principle, a possible way to solve ISP. This method is however impractical in most cases, since the computational effort grows exponentially with the number of candidate indexes for selection.

Both heuristic and exact approaches for index selection in a relational DB environment have been proposed in the literature, see, e.g., [2], [3], [4], [5], [12], [13], [19], [21], and [22]. Solution methods and formalizations for the index selection problem for files can be found in [1], [15], [16], [17], [18], [27], [28], and [29].

Heuristic algorithms give an approximate solution to the problem, in the sense that they do not guarantee that the index subset they select is the one which minimizes the estimated execution cost of the DB workload. As noted in [13], in practical applications one is not really interested in finding the optimal solution to the problem, since its formulation is affected by some approximation. On the other hand, the designer is interested in finding a solution "not too far" from the optimum, and none of the proposed heuristic algorithms provides an effective way to estimate the difference between the given solution and the optimal one.

The exact approaches so far proposed in the literature suffer from the fact that they consist of complete enumeration of the possible index subsets, hence are very time consuming even for small problem instances.

Manuscript received July 24, 1992; revised Apr. 20, 1993.
A. Caprara and D. Maio are with the DEIS, University of Bologna, viale Risorgimento 2, 40136 Bologna, Italy; e-mail: alberto@promet4.cineca.it and dmai@deis.unibo.it.
M. Fischetti is with the DEI, University of Padova, via Gradiscono 6/A, 35131 Padova, Italy; e-mail: fischi@dei.unipd.it.
To order reprints of this article, e-mail: transactions@computer.org, and reference IEEE/CS Log Number K95084.
The aim of this paper is to show how our specific version of ISP, although NP-hard, can be solved exactly through a well-designed algorithm based on combinatorial optimization techniques. For another example of a combinatorial optimization approach to PDD, see [11], where the unified problem of record segmentation and access path selection is considered.

Experimental results prove that in practical cases the time required for the solution is much smaller than that necessary for complete enumeration of all the index combinations. In addition, the algorithm we propose provides a heuristic solution and a bound on the optimal solution which is improved during execution. Therefore, stopping the algorithm when the difference between these two values becomes sufficiently small ensures that the heuristically selected index set is a "good" one. We report successful computation of our exact algorithm on large-scale randomly-generated instances involving several hundreds of indexes and queries. These random instances are generated so as to closely simulate the structure and the workload of real-world DBs.

We also present a heuristic algorithm intended for very large-scale instances and capable of determining very tight approximate solutions in short computing time. The performances of this heuristic are evaluated on random instances involving several thousands of indexes and queries.

The paper is organized as follows. Section II gives the basic assumptions and definitions used in the sequel. In Section III, we give a mathematical formulation for ISP, and use it to derive a branch-and-bound algorithm for its optimal solution. We do not assume the reader is familiar with optimization techniques, so this section is intended to give an outline of the main ideas underlying the algorithm we have implemented. For a comprehensive introduction to combinatorial optimization the interested reader is addressed to, e.g., [25]. The mathematical formulation of Section III is improved upon in Section IV, where some numerical examples are also reported to illustrate the improvements. We also discuss the way the improved model, which contains a large number of constraints, can be solved in practice. Heuristic algorithms and reduction procedures are introduced in Section V. Section VI describes a decomposition approach for computing approximate solutions of very large-scale instances. In Section VII, extensive experimental results are reported. Finally, in Section VIII, we show how our approach can be generalized by relaxing some of the assumptions on which the model is based.

II. BASIC ASSUMPTIONS AND DEFINITIONS

In the literature on index selection different assumptions as to the form of queries in the workload, the execution techniques for these queries, the cost functions, the physical placement of data, etc., lead to different formulations of the problem. In this respect the most general assumptions are made in [13], even if the use of a single index per table in accessing the data is still assumed. In this paper we deal with relational ISP on the following assumptions:

a) for each relation, the data allocation criterion is known;
b) for every query, at most one index is used to retrieve the tuples of each relation involved (the one leading to the minimum cost);
c) every join query is performed by using separable join methods (for an exhaustive work on separability, see [30]);
d) for a data modification query (i.e., "insert," "delete," or "update" query), the cost for each index update does not depend upon the access path selected.

Hypotheses a), c), and d) correspond to a widely-used approach to the problem, which allows practical use of analytical formulas. Hypothesis b) is instead verified by particular classes of DBMS as, for example, those derived from IBM System R. As a consequence of b), our work differs from those considering index intersection methods, see, e.g., [2], [3], [19], and [30].

The mathematical model we propose in this paper has two attractive properties, namely:

- It is applicable whatever the structure of the indexes to be selected (for multitable indexes, the only requirement is that each index spans a set of attributes over a single relation);
- It poses no restriction on the set of cost functions that can be used to define the problem instance; therefore one can take into account, e.g., attribute dependences or nonuniform value distributions.

Some of the assumptions a)-d) can be relaxed without affecting the validity of the solution technique we propose. This will be discussed in Section VIII.

Our next step is characterization of an ISP instance, requiring the specification of DB statistics and workload. For every query different costs have to be evaluated, each associated with a possible access path. We introduce two definitions:

- execution cost of a single-table query: the global cost for the following operations
  - accessing the tuple identifiers (TIDs) of the index chosen to answer the query, if any;
  - accessing the tuples of the relation involved;
  - updating the tuples of the same relation, if required;
- index maintenance (or update) cost in a query: the cost for deleting, in an index, the TIDs corresponding to the old tuples and/or for inserting in the same index the TIDs corresponding to the new tuples.

Notice that also CPU costs can be considered, together with I/O costs, since no particular restriction on cost functions is made.

The main consequences of assumptions a)-d) above are the following:

a') the physical placement of the data is known, hence it can be taken into account in cost evaluation;
b') for every single-table query, the execution cost corresponding to each index set can be obtained from the ex-
cution costs of the configurations having at most one index for the same table (see [13]);
c’(i) every join query can be substituted with an equivalent set of single-table queries, one for each relation involved in the join;
d’(j) the cost of each index update for a query can be computed independently of the other indexes selected.

We next describe the notation used throughout. Let

- \( m \) = number of single-table queries in the workload, obtained after substitution (c’);
- \( n \) = number of candidate indexes for selection;
- \( M = \{1, \ldots, m\} \);
- \( N = \{1, \ldots, n\} \);
- \( Q_i (i \in M) \) = ith query;
- \( F_j (j \in N) \) = jth candidate index;
- \( g_{ij} (i \in M; j \in N) \) = gain for using index \( F_j \) for query \( Q_i \) with respect to the execution cost when no candidate index is selected; if this gain is negative, \( g_{ij} \) is set to 0 (notice that \( g_{ij} = 0 \) if \( F_j \) and \( Q_i \) are associated with different relations);
- \( c_j (j \in N) \) = global maintenance cost of index \( F_j \), i.e., the weighted sum, involving every query \( Q_i \), of the maintenance costs of \( F_j \); in this sum the weights are equal to the query frequencies (\( c_j \) can also take into account the cost due to periodic reorganization of \( F_j \));
- \( d_j (j \in N) \) = secondary storage space required by index \( F_j \);
- \( D \) = total amount of secondary memory available for the indexes.

To simplify notation, for \( i \in M \) and \( j \in N \) we will write “query \( i \)” and “index \( j \)” instead of “query \( Q_i \)” and “index \( F_j \)” respectively.

We assume that \( d_j (j \in N) \) and \( D \) are positive integers, and \( c_j > 0 (j \in N) \). In addition, for each query \( i \in M \) let

\[ I_i := \{j \in N : g_{ij} > 0\} \]

contain the indexes \( j \) that are candidates to answer query \( i \). Symmetrically, for each index \( j \in N \) let

\[ I_j := \{i \in M : g_{ij} > 0\} \]

contain the queries \( i \) which can take advantage of the availability of index \( j \).

ISP can therefore be formulated as follows.

**ISP:** Find an index subset \( S' \subseteq N \) such that

\[
\sum_{j \in S'} d_j \leq D \tag{1}
\]

and

\[
z(S^*) := \max_{i \in M} \left( \sum_{j \in I_i} d_j - \sum_{j \in I^*_j} c_j \right) \tag{2}
\]

is a maximum (where \( \max Q = 0 \) is assumed).

ISP generalizes two well-studied combinatorial optimization problems: the knapsack problem (KP) and the uncapacitated (or simple) plant location problem (UPLP).

KP is formally defined as follows. We are given a set of \( n \) items, the \( j \)th of which has a weight \( d_j \) and a profit \( \pi_j \); \( j \in N = \{1, \ldots, n\} \). The problem, in its maximization form, consists of selecting a subset of items \( S' \subseteq N \) whose overall weight \( \sum_{j \in S'} d_j \) does not exceed a given weight \( D \), and such that the overall profit \( \sum_{j \in S'} \pi_j \) is maximized. Alternatively, KP can be formulated in minimization form as follows. Each item \( j \in N \) has an associated cost \( c_j \) (profit \( \pi_j \)). The problem consists of selecting an item subset \( S' \subseteq N \) with \( \sum_{j \in S'} c_j \leq D \), where \( D \) is a given threshold, such that the overall cost \( \sum_{j \in S'} c_j \) is minimized. The two formulations are equivalent, as one can easily see by defining \( D = \sum_{j \in N} d_j - D \) and \( \pi_j := c_j \) for \( j \in N \). This correspondence ensures \( S' = N \setminus S^* \). For a comprehensive treatment of KP and related problems, see [24].

KP is a very special case of ISP, which arises when the sets \( I_i (i \in N) \) are pairwise disjoint, i.e., when every query has a positive gain for one index only. Indeed, in this case the objective function (2) can be written, for any \( S \subseteq \mathbb{N} \), as \( z(S) = \sum_{j \in S} \pi_j \), where the profits are defined as \( \pi_j := \sum_{i \in I_j} g_{ij} - c_j \).

UPLP is defined as follows. We are given a set \( M \) of \( m \) clients, and a set \( N \) of \( n \) possible sites where plants can be located. Each client \( i \), \( i \in M \), can be served by at most one plant, whereas a plant can serve different clients. When client \( i \) is served by plant \( j \), a profit \( g_{ij} \) is gained. Let \( c_j \) be the fixed cost incurred if opening a plant in site \( j \). UPLP consists of choosing a subset \( S' \) of sites in which the plants have to be opened, so as to maximize the difference between the overall gain and the fixed costs, i.e., the objective function

\[
z(S^*) := \max_{i \in M} \left( \sum_{j \in I_i} g_{ij} \right) - \sum_{j \in S^*} c_j.
\]

Clearly, UPLP arises from ISP when the memory bound is not imposed, or when it does not affect the optimal ISP solution, i.e., when \( D \geq \sum_{j \in S} d_j \), where \( S \) is an index set which maximizes (2) in absence of constraint (1).

Both KP and UPLP are known to be NP-hard problems [14]; hence so is ISP, even when the memory constraint (1) is not imposed.

### III. A Branch-and-Bound Algorithm for ISP

We next derive a mathematical formulation of the problem, suitable for computation. A linear programming (LP) problem is an optimization problem in which the objective function and all the constraints are linear in the unknown variables. This problem is known to be polynomially solvable [20]. A 0-1 integer linear programming (0-1 ILP) problem is an LP problem amended by the additional requirement that the unknown variables must attain either the value 0 or 1. This problem is NP-hard [14].

We have chosen the following 0-1 ILP model for ISP. Let us define the decision variables:
ISP then reads

\[
z(\text{ISP}) := \max \left\{ \sum_{n \in M} \sum_{j \in J} b_{ij} x_{ij} - \sum_{j \in N} c_j y_j \right\}
\] (3)

subject to

\[
\sum_{j \in N} d_{ij} y_j \leq D \quad (4)
\]

\[
\sum_{i \in M} x_{ij} \leq 1, \quad i \in M \quad (5)
\]

\[
\sum_{i \in M} x_{ij} \leq |I_j| y_j, \quad j \in N \quad (6)
\]

\[
x_{ij} \in \{0, 1\}, \quad i \in M; j \in J_i \quad (7)
\]

\[
y_j \in \{0, 1\}, \quad j \in N \quad (8)
\]

Interpretation of the objective function (3) is immediate. Constraint (4) imposes the upper bound \( D \) on the total memory available to store the selected indexes. Constraints (5) allow at most one index to be used for each query, whereas the "logical" constraints (6) impose selection of the indexes \( j \) that are used for at least one query \( i \) (since \( x_{ij} = 1 \) for some query \( i \in I_j \) forces \( y_j = 1 \)). Finally, (7) and (8) require the decision variables to be 0-1 valued.

The remaining part of the section is devoted to the description of an effective solution technique for the 0-1 ILP model (3)-(8). Although any known technique for solving at optimality an NP-hard optimization problem such as ISP requires exponential computing time in the worst case, effective algorithms can often be designed which allow the solution of large-scale instances within short computing times. For example, very large instances of the so-called traveling salesman problem, involving up to more than 2,000 cities, have recently been solved to optimality through specialized algorithms [26].

We propose a branch-and-bound algorithm for ISP, based on the LP relaxation obtained from model (3)-(8) by weakening the binary constraints (7) and (8) into

\[
0 \leq x_{ij} \leq 1, \quad i \in M; j \in J_i 
\] (7')

\[
0 \leq y_j \leq 1, \quad j \in N. 
\] (8')

Let LPR be the resulting model, defined through (3)-(6) and (7')-(8'). Since LPR is an LP problem, it can be solved efficiently through, e.g., the Khachian algorithm [20]. In practice the simplex algorithm is generally used, although it has a worst-case exponential performance. Let \((x^*, y^*)\) be an optimal solution to LPR, and \(z(\text{LPR})\) its value. Since any feasible solution to ISP is a feasible solution to LPR as well, \(z(\text{ISP})\) is an upper bound on \(z(\text{ISP})\), the optimal ISP solution value. Moreover, if \((x^*, y^*)\) happens to be 0-1 valued (i.e., if constraints (7) and (8), although not imposed, are satisfied) then it defines a feasible ISP solution which is guaranteed to be optimal since its value equals the upper bound. Assume now that \((x^*, y^*)\) is not 0-1 valued. If \(y_{ij}^* \in [0, 1]\) for all \(i \in N\), then again ISP has been solved since one can always redefine the optimal \(x\)-variables \(x_{ij}^*\) so as to attain 0-1 values only, without changing the objective function value. This is obtained by setting \(x_{ij}^* = 1\) for all \((i, j)\) pairs such that \(x_{ij}^* = 1\) and \(g_{ij} = \max\{g_{ij} : y_{ij}^* = 1\}\) (in case more than one maximum exists, one is chosen arbitrarily).

Therefore, ISP is not solved only if fractional \(y\)-variables exist in the optimal solution to LPR. In this case, we select one such variable, say \(y_{ij}\), and branch on it by fixing its value to 0 or to 1, respectively. In this way we split the original ISP problem into two ISP subproblems: in the first, we fix \(y_{ij} = 0\), i.e., index \(j\) is no longer a candidate for selection; in the second we fix \(y_{ij} = 1\) and hence force index \(j\) to be selected.

For each subproblem the procedure is then iterated by solving the LPR defined by (3)-(6j, (7'j), and (8'), and amended by the variable-fixing constraints resulting from branching.

This divide and conquer solution strategy can be represented through a binary branch-decision tree in which every node corresponds to an ISP subproblem, and the edges to the variable-fixing constraints. For instance, in the example of Fig. 1 the root node of the tree, node 1, represents the original ISP problem. Assuming that \(y_{ij}\) is the chosen fractional \(y\)-variable, one constructs the two ISP subproblems associated with the son nodes 2 and 3 by fixing, respectively, \(y_{ij} = 0\) and \(y_{ij} = 1\). The procedure is iterated on these two nodes. In the figure, \(y_{jh}\) is the fractional variable chosen after solving the LPR relaxation of subproblem 2. Fixing its value to 0 or 1 then produces subproblems 4 and 5, respectively. Note that subproblem 4 has both \(y_{jh}\) and \(y_{jh}\) fixed to 0, whereas subproblem 5 has \(y_{jh}\) fixed to 0 and \(y_{jh}\) to 1.

![Fig. 1. A simple branch-decision tree.](image-url)
Let \( \alpha \) be any given node of the branch-decision tree, and let \( \text{ISP}_\alpha \) and \( \text{LPR}_\alpha \) denote the ISP instance associated with \( \alpha \) and its LPR relaxation, respectively. Moreover, let \( z' \) be the value of the best ISP solution available (initially, \( z' = \) value of a heuristic solution; see Section V). We say that node \( \alpha \) is fathomed when \( \text{ISP}_\alpha \) need not be further subdivided into smaller subproblems. This occurs in the following cases:

1) The optimal solution \((x^*, y^*)\) of \( \text{LPR}_\alpha \) has no fractional \( y \)-variables. In this case \((x^*, y^*)\) defines an optimal solution for \( \text{ISP}_\alpha \) as well. Therefore we compare its value, say \( z(\text{LPR}_\alpha) \), with \( z' \) and update \( z' \) if an improved solution has been found.

2) \( z(\text{LPR}_\alpha) \leq z' \): In this case the node is fathomed since there is no hope of finding an ISP solution better than \( z' \) by further subdividing node \( \alpha \) (recall that \( z(\text{LPR}_\alpha) \) is an upper bound on the value of each feasible solution to \( \text{ISP}_\alpha \)).

The branch-and-bound algorithm terminates when all the generated branch-decision nodes either produced son nodes, or were fathomed. Since there are at most \( 2^{r-1} \) nodes, the algorithm terminates in a finite number of iterations. In practice, the number of branch-decision nodes that require to be generated is much smaller, since the fathoming criteria allow large portions of the tree to be pruned (see the computational analysis given in Section VII).

IV. IMPROVING THE BASIC MODEL

The effectiveness of the branch-and-bound algorithm greatly depends upon the “quality” of LPR, the relaxation solved at each branch-decision node. Indeed, one is interested in finding 0-1 valued LPR solutions early in the branching process, as well as in having tight upper bounds \( z(\text{LPR}_\alpha) \). In this perspective we look for new valid constraints to be added to the model (3)-(8), which are redundant as long as the binary constraints (9) are imposed, these values are no longer feasible, and will be replaced by the higher values \( y_j^* = \max_{i \in I_j} x_{ij}^* \).

To illustrate this point, let us consider the following small numerical instance of ISP proposed in [4], involving six queries and five indexes:

\[
\begin{bmatrix}
490 & 0 & 0 & 0 & 0 \\
110 & 130 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 500 & 0 & 400 \\
0 & 0 & 280 & 380 & 80 \\
0 & 0 & 0 & 0 & 125 \\
\end{bmatrix}
\]

\( m = 6 \)

\( n = 5 \)

\( I_1 = \{1, 2\} \)

\( I_2 = \{2\} \)

\( I_3 = \{4, 5\} \)

\( I_4 = \{5\} \)

\( I_5 = \{4, 5, 6\} \)

\( D = 19 \).

For this instance the optimal ISP solution can be found by inspection, and selects index 1 for queries 1 and 2, and index 5 for queries 4, 5, and 6. The value of this solution is \( z(\text{ISP}) = 1,160 \). Solving the LPR relaxation without constraints (9) produces the upper bound \( z(\text{LPR}) = 1,376 \) on \( z(\text{ISP}) \), and the optimal (fractional) solution

\[ y_1^* = \frac{7}{10}, y_2^* = 0, y_3^* = 1, y_4^* = 0, y_5^* = \frac{1}{3}; \]

\[ x_{11}^* = 1, x_{21}^* = \frac{4}{10}, x_{43}^* = x_{53}^* = 1, x_{63}^* = 1, \]

and \( x_{ij}^* = 0 \) for all the remaining \( x \)-variables. Note that constraints (9) are violated by this solution for the \((i, j)\) pairs \((1, 1)\) and \((6, 5)\). Adding constraints (9) then leads to the tighter upper bound \( z(\text{LPR}) = 1,280 \), which corresponds to the (still fractional) solution

\[ y_1^* = 1, y_2^* = 0, y_3^* = \frac{3}{4}, y_4^* = 0, y_5^* = \frac{1}{4}; \]

\[ x_{11}^* = 1, x_{21}^* = 1, x_{43}^* = x_{53}^* = \frac{3}{4}, x_{45}^* = x_{55}^* = \frac{1}{4}, \]

and \( x_{ij}^* = 0 \) for all the remaining \( x \)-variables.

The second class of additional constraints we consider derives from the knapsack substructure of ISP, and contains the following cover inequalities (see, e.g., [25], Chapter II.2). Let \( S \subseteq N \) be any index subset such that \( \sum_{j \in S} d_j > D \). Because of the memory bound, not all the indexes in \( S \) can be selected; hence one has the valid constraint

\[ \sum_{j \in S} y_j \leq |S| - 1. \]

Again, imposing these additional constraints results in a strengthened LPR relaxation. As an illustration, in the numerical instance discussed above, the fractional solution available after imposing (9) violates the cover inequality (10) for \( S = \{1, 3\} \). Adding this single constraint produces the new bound \( z(\text{LPR}) = 1,182 \), corresponding to the solution

\[ x_{11}^* = 1, x_{21}^* = 1, x_{43}^* = x_{53}^* = \frac{3}{4}, x_{45}^* = x_{55}^* = \frac{1}{4}, \]

and \( x_{ij}^* = 0 \) for all the remaining \( x \)-variables.
and constraint leads to \( z(LPR) \) violation violates (10) for \( S = \{1, 4, 5\} \). The addition of this new constraint leads to \( z(LPR) = 1,160 \) and

\[
x_1^* = 1, \quad y_2^* = 0, \quad y_3^* = 0, \quad y_4^* = 3/8, \quad y_5^* = 1;
\]

\[
x_{11} = x_{21} = 1, \quad x_{44} = 3/8, \quad x_{55} = 5/8, \quad x_{45} = x_{55} = 1,
\]

and \( x_j^* = 0 \) for all the remaining \( x \)-variables. This new solution violates (10) for \( S = \{1, 4, 5\} \). The addition of this new constraint leads to \( z(LPR) = 1,160 \) and

\[
y_1^* = 1, \quad y_2^* = 0, \quad y_3^* = 0, \quad y_4^* = 0, \quad y_5^* = 1;
\]

\[
x_{11} = x_{21} = 1, \quad x_{44} = x_{55} = x_{45} = 1,
\]

and \( x_j^* = 0 \) for all the remaining \( x \)-variables, representing the optimal solution to ISP. Notice that in this case no branching is needed since the solution of LPR for the initial ISP instance is 0-1 valued.

The above two classes of additional constraints contain a huge number of members, namely \( \sum_{j \in N} |J_j| = O(nm) \) for class (9) and \( O(2^n) \) for class (10). Therefore, embedding them all explicitly in the model is impractical even for small values of \( n \). On the other hand, as shown in the previous example, only a few of them are really needed when a given numerical instance is considered. Thus one can use the following iterative scheme, in which the additional constraints (9) and (10) are added at run-time to the current LPR.

**ALGORITHM ** ADJCUTS:

Set-up the initial LPR model with constraints (4)-(6), (7'), and (8') only;

**repeat**

solve the current LPR model, and let \((x^*, y^*)\) be its optimal solution;

**if** there exist inequalities (9) which are violated by \((x^*, y^*)\) then

add them all to the current LPR

**else**

find, if any, a cover inequality (10) which is violated by \((x^*, y^*)\), and add it to the current LPR

**end if**

**until** no violated constraint has been found

**end**

In this way, at every iteration we add to the current LPR only those constraints which are "active," in the sense that they cut off the current LPR optimal solution \((x^*, y^*)\) and hence strengthen the current relaxation. At the end of the algorithm, \((x^*, y^*)\) is guaranteed to be optimal for the overall model that includes all the additional constraints (9) and (10), even though only a few of them have been explicitly added to the initial LPR model. Note that, in the above algorithm, a sequence of LP problems has to be solved, each obtained from the previous one by adding some new constraints. These LP problems (except the first one) need not be solved from scratch, but can take advantage from re-optimization techniques such as the dual simplex algorithm; see, e.g., [25]. Re-optimization is also of use during the branch-and-bound algorithm, where each subproblem is obtained from its father in the branch-decision tree, by adding a single variable-fixing constraint of the type \( y_j = 0 \) or \( y_j = 1 \).

The key point of the above scheme is the identification of violated constraints belonging to classes (9) and (10): This is an easy task for class (9), as it requires checking of \( x_j^* > y_j^* \) for each \( i \in I, j \in N \). As to class (10), the exhaustive enumeration and check of all possible constraints is impractical due to their exponential number. Therefore a more sophisticated identification procedure for this class is needed, which we briefly outline in the sequel (for more details, see [10], and also [25], Chapter II.6).

We look for a subset \( S^* \) of \( N \) with \( \sum_{j \in S^*} d_j > D \), which maximizes the degree of violation

\[
\delta(S^*) := \sum_{j \in S^*} y_j - (|S^*| - 1):
\]

if \( \delta(S^*) \leq 0 \), then all the constraints (10) are satisfied by the current \((x^*, y^*)\); otherwise, we have found the most violated constraint (10) to be added to the current LPR problem. Determination of \( S^* \) is itself an optimization problem, which can be formulated as the following instance of the knapsack problem:

\[
\delta(S^*) := \max \left[ \sum_{j \in N} y_j^* z_j - \sum_{j \in N} z_j + 1 \right] = 1 - \min \left\{ 1 - y_j^* : j \in N \right\}
\]

subject to

\[
\sum_{j \in N} d_j z_j \geq D + 1
\]

where \( z_j = 1 \) if \( j \in S^* \), \( z_j = 0 \) otherwise \((j \in N)\). Notice that, in the above problem, each index \( j \) has a "cost" \( y_j^* := 1 - y_j^* \geq 0 \), and a "weight" \( d_j > 0 \). Therefore one can fix the \( z \)-variables associated with the 0-1 valued \( y \)-variables as follows:

1) fix \( z_h = 1 \) for all indexes \( h \) with \( y_h^* = 1 \), since including \( h \) in \( S^* \) does not change objective function (11) while it increases the left-hand side of (12);

2) fix \( z_h = 0 \) for all indexes \( h \) with \( y_h^* = 0 \); indeed, one has

\[
\delta(S^*) = 1 - \sum_{j \in N \setminus \{h\}} y_j^* z_j \leq 1 - y_h^* z_h
\]

with \( y_h^* = 1 - y_h^* = 1 \), i.e., choosing \( z_h = 1 \) cannot lead to a set \( S^* \) with \( \delta(S^*) > 0 \).

As a result of the above variable-fixing, one is allowed to solve a "restricted" knapsack problem having the decision variables \( z_j \) associated with the indexes \( j \) with \( 0 < y_j^* < 1 \) only (usually, a small fraction of \( n \)), with considerable saving in the computing time required to determine \( S^* \).

V. HEURISTIC ALGORITHMS AND REDUCTION PROCEDURES

We next describe a heuristic solution computation that we apply at each node \( \alpha \) of the branch-decision tree. This allows earlier fathomings in the decision tree, since a "good" solution to ISP is made available from the very beginning of the branch-and-bound algorithm.
Let \((x^a, y^a)\) be the optimal LPR solution, as determined by applying the algorithm ADDCUTS of Section IV. If this solution is 0-1 valued, no heuristic search is needed. Otherwise, we construct a feasible (and hopefully almost optimal) solution to ISP\(_a\) by applying two heuristic algorithms: the best of the heuristic solutions obtained is then compared with the value \(z^*\) of the best available ISP solution, for possible updating of \(z^*\).

Both heuristics we propose rely on the assumption that the values \(y^a_j\) give a measure of the "likelihood" of having index \(j\) selected in the optimal ISP\(_a\) solution. Let
\[
J^1 := \{ j : y^a_j = 1 \},
\]
\[
J^0 := \{ j : y^a_j = 0 \},
\]
\[
J^F := \{ j : 0 < y^a_j < 1 \}.
\]

The first heuristic we propose, H1, selects all the indexes in \(J^1\), as well as those belonging to the subset \(K\) of \(J^F\) that maximizes the "global likelihood" \(\sum j \neq j^a y^a_j\). This calls for solving of the following instance of the knapsack problem:
\[
\max \sum_{j \neq j^a} y^a_j z_j,
\]
\[
\sum_{j \neq j^a} d_j z_j \leq D - \sum_{j \neq j^a} d_j,
\]
\[
z_j \in \{0, 1\}, j \in J^F,
\]
where \(z_j = 1\) if and only if \(j \in K\). Since \(J^F\) typically contains only a few indexes, the solution of this problem is not computationally heavy in practice.

In our second heuristic, H2, we start by sorting the index set according to decreasing values of \(y^a_j\), breaking ties by ranking the indexes with smaller \(d_j\) first. Let \(j_1, \ldots, j_\beta\) be the resulting index permutation, with \(y^a_{j_\beta} \geq y^a_{j_{\beta - 1}} \geq \cdots \geq y^a_{j_1}\). We determine the smallest \(h\) such that
\[
\sum_{i=1}^{h} d_{j_i} > D,
\]
where \(j_h\) plays the role of a "critical" index that cannot be stored when the previous indexes (which are more likely to be part of the optimal solution) are selected. Given a small integer parameter \(v\) (e.g., \(v = 3\)), we then construct a bucket \(B\) containing the \(2v + 1\) indexes \(j_{h-v}, j_{h-v+1}, \ldots, j_h, j_{h+1}, \ldots, j_{h+v}\) and initialize a heuristic solution \(Q\) by taking all the indexes \(j_1, j_2, \ldots, j_{h-v}\). \(Q\) is then enlarged by taking the subset \(B^*\) of \(B\) with
\[
\sum_{j \in B^*} d_j \leq D - \sum_{j \in Q} d_j,
\]
that leads to the maximum objective function value, i.e., that maximizes
\[
\sum_{j \in M} \max \{g_{j} : j \in Q \cup B^*\} - \sum_{j \in Q \cup B^*} c_j.
\]

Both heuristics obtained is then compared with the value \(z^*\) of the best available ISP solution, for possible updating of \(z^*\).

We next address reduction procedures to reduce the number of candidate indexes for selection. We will describe two simple criteria to determine whether, for any given index \(j\), one necessarily has \(y_j = 0\) in the optimal ISP solution. We define the following quantities:
\[
c_j^{\text{max}} := \sum_{i \in M} g_{ij} - c_j; \quad G_j^{\text{max}} \quad \text{is the maximum increase in the objective function due to the selection of index } j;
\]
\[
c_j^{\text{min}} := \sum_{i \in M} (g_{ij} - g_{ij}^*) - c_j, \quad \text{where}
\]
\[
n_j := \{ i \in M : g_{ij} > g_{ij}^* \} \quad \text{and} \quad g_{ij}^* := \max \{g_{ih} : h \in N; h \neq j\}.
\]

The first criterion we use allows the fixing of \(y_j = 0\) for all indexes \(j\) such that
\[
G_j^{\text{max}} \leq 0,
\]
i.e., excluding from the selection all those indexes whose maintenance cost is larger than the maximum gain they can lead to.

The second criterion is based on the concept of dominance between two indexes. We say that a given index \(j\) is dominated by an index \(h \neq j\) when any solution including index \(j\) can be improved by replacing \(j\) with \(h\) (or simply by removing \(j\) if \(h\) is already selected). Clearly, the existence of such an index \(h\) is a sufficient condition to set \(y_j = 0\) (a tie-break rule has to be used in order to avoid "tautological" cycles arising when, e.g., \(j\) and \(h\) are identical). A very simple way to check dominance has been described in [5] and in [13], and consists of checking whether the conditions
\[
d_j \geq d_h
\]
\[
c_j \geq c_h
\]
hold. We propose a strengthening of conditions (18)-(20), based on the following considerations. Let us consider any given solution with \(y_j = 1\). Two cases can occur:
1) \(y_h = 0\): In this case the elimination of index \(j\) increases the objective function by at least the amount
\[
\delta_j := c_j - \sum_{i \in M} (g_{ij} - g_{ih}),
\]
where \( T := \{ i \in I_j : g_i > g_{i_h} \} \) contains the queries for which index \( j \) performs better than \( h \) (notice that \( \delta_j^* \) depends upon both \( j \) and \( h \)). Indeed, in the worst case, \( j \) is replaced by \( h \) as the best selected index for all the queries in \( T \).

2) \( y_h = 0 \): In this case, assuming \( d_a \leq d_h \), one can first select index \( h \), with an increase in the objective function value of at least \( C_{\min} \), and then remove index \( j \), with a further increase of at least \( \delta_j^* \).

Therefore, index \( j \) is dominated by \( h \) when both conditions (18) and

\[
\min \{ \delta_j^*, C_{\min} + \delta_j^* \} \geq 0 \tag{22}
\]

hold. It is not hard to see that \( j \) is not dominated by \( h \) when either \( C_{\max} < C_{\max}^* \), or when \( j \) and \( h \) belong to different DB relations. These properties can be used to reduce the number of index pairs \((j, h)\) that need to be considered for possible dominance.

A Pascal-like description of the overall reduction procedure we propose follows.

**Algorithm Reduction**

eliminate all the indexes \( j \) for which (17) is satisfied;

for each relation \( k \) in the DB do

sort the set of \( n_k \) (say) indexes associated with relation \( k \), according to decreasing values of \( C_{\max}^* \), and let \( j_1, \ldots, j_{n_k} \) be the resulting index permutation;

for each pair \( a, b \in \{ 1, \ldots, n_k \}, a < b \) do

let \( h := j_a \) and \( j := j_b \);

if conditions (18) and (22) hold then eliminate index \( j \) since it is dominated by \( h \)

end if

end for

end for

VI. SOLVING VERY LARGE-SCALE INSTANCES

The branch-and-bound algorithm described in the previous sections is intended for medium/large-scale ISP instances, involving up to hundreds of queries and indexes. The algorithm performance on these instances is quite satisfactory, as shown through computational experiments in Section VII.

We next discuss how our approach can be used to tackle very large-scale instances, involving several hundreds of relations, i.e., thousands of queries and indexes. For these instances relaxation LPR of Section III (even without the additional constraints (9) and (10)) cannot be solved effectively, due to the excessive number of constraints and variables involved. One has therefore to resort to some kind of decomposition to "break" the overall ISP into a number of smaller subproblems to be solved independently of each other. Actually, this kind of decomposition arises quite naturally for ISP with no memory restriction imposed, each subproblem being associated with a different DB relation. Indeed, for each query the only candidate indexes correspond to attributes of the same relation. For example, in the numerical instance of Section IV two relations are involved, the first associated with queries 1, 2, and 3 and indexes 1 and 2, and the second with queries 4, 5, and 6 and indexes 3, 4, and 5. Therefore all the entries \( g_i \) not contained in the "domain" of these two relations are equal to 0.

To be more specific, let \( p \) denote the number of relations in the DB, \( P := \{ 1, \ldots, p \} \) their set, and \( M_k \) and \( N_k \) the set of queries and the set of indexes associated with relation \( k \), respectively. The initial formulation (1) and (2) can then be rewritten as follows:

**ISP (with no memory restriction)**: Find \( p \) index subsets \( S_k^{*} \subset N_k (k \in P) \) such that

\[
\sum_{i \in S_k^{*}} \sum_{j \in S_k^{*}} \max \{ g_{ij} : j \in S_k^{*} \} - \sum c_j
\]

is a maximum.

Since the sets \( S_k^{*} \) can clearly be determined independently of each other, the overall ISP can be solved by applying, in turn, our branch-and-bound algorithm to each subproblem, say ISP\(_k\), to determine the optimal set \( S_k^{*} \). (Notice that every subproblem defines an instance of the uncapacitated plant location problem, see Section II, hence it is still NP-hard.) Moreover, the reduction procedure of Section V can be improved on when no memory bound is imposed, as condition (18) is no longer worth checking, whereas one can fix \( y_h = 1 \) whenever the addition of index \( h \) improves the objective function value, i.e., when \( G_{\min}^* > 0 \).

Decomposition also arises when the memory bound \( D \), although present, is not "tight," in that it does not affect the optimal ISP solution. This can happen in practice either because \( D \) is quite large, or because of large \( c_j \) costs for the indexes.

When the memory restriction is active, decomposition can still be obtained through Lagrangian relaxation, a technique to deal with hard optimization problems in which the removal of a small subset of constraints results in a much easier problem. (For a comprehensive description on the use of Lagrangian relaxation in combinatorial optimization see, e.g., [25].) In our case the approach consists of dropping constraint (4) in formulation (3)-(8), while modifying the objective function (3) so as to "penalize" the solutions that do not satisfy the memory constraint. This is obtained by adding the penalty term \( -\sum_{j \in N} d_j y_j \) to the objective function, weighted by a nonnegative parameter (Lagrangian multiplier) \( \lambda \). The resulting relaxed problem, say \( R_{\lambda} \), then reads

\[
z(R_{\lambda}) := \max \left[ \sum_{i \in M, j \in I_j} g_{ij} x_{ij} - \sum_{j \in N} c_j y_j + \lambda \left( D - \sum_{j \in N} d_j y_j \right) \right]
\]

subject to (5)-(8). For any fixed \( \lambda \geq 0 \), \( R_{\lambda} \) defines an instance of ISP with no memory bound and with modified maintenance costs \( c_j + \lambda d_j \). As such, \( R_{\lambda} \) decomposes into \( p \) smaller subproblems (one for each relation).
The main property of Lagrangian relaxation is that, for any $\lambda \geq 0$, $z(R_*)$ gives an upper bound on the value $z(\text{ISP})$ of the optimal ISP solution. Indeed, $z(R_*)$ is computed over an enlarged domain, resulting from the removal of constraint (4), and with respect to an objective function attaining a higher value for all the feasible ISP solutions, since the added penalty term $\lambda(D - \sum_{j \in N} d_j y^*_j)$ is nonnegative for these solutions.

For large values of $\lambda$ the modified maintenance costs, $c_j + \lambda d_j$, become sufficiently large to ensure that the optimal solution to $R_a$, say $(x^*, y^*)$, satisfies the memory constraint, thus defining an approximate ISP solution of value

$$LB(\lambda) := \sum_{i \in M} \sum_{j \in I} g_{ij} y^*_j - \sum_{j \in N} c_j y^*_j.$$ 

Notice that $LB(\lambda)$ is only defined when $D - \sum_{j \in N} d_j y^*_j \geq 0$. Since

$$z(\text{ISP}) \leq z(R_*) = \sum_{i \in M} \sum_{j \in I} g_{ij} y^*_j - \sum_{j \in N} c_j y^*_j + \lambda \left( D - \sum_{j \in N} d_j y^*_j \right),$$

the approximation error $z(\text{ISP}) - LB(\lambda)$ cannot exceed

$$\text{GAP}(\lambda) := \lambda \left( D - \sum_{j \in N} d_j y^*_j \right).$$

Therefore one is interested in choosing for $\lambda$ the smallest nonnegative value such that $\sum_{j \in N} d_j y^*_j \leq D$, thus obtaining an approximate solution that minimizes GAP($\lambda$). This value, say $\lambda^*$, can be found in an effective way by using an iterative technique akin to binary search: $\lambda^*$ is first set to 0; then, iteratively, $R_a$ is solved, and $\lambda^*$ is increased or decreased depending upon the sign of the quantity $D - \sum_{j \in N} d_j y^*_j$. The procedure is stopped when $\lambda^*$ is known with a sufficient precision.

Typically, $\lambda^*$ is of the same order of magnitude as the ratio $z(\text{ISP})/D$; hence, from (24), the estimated percentage gap

$$100 \cdot \frac{\text{GAP}(\lambda^*)}{z(R_a^*)},$$

is of the same order of magnitude as the percentage of unused memory, defined as

$$100 \cdot \frac{(D - \sum_{j \in N} d_j y^*_j)}{D}. $$

In order to illustrate how the above heuristic works, let us consider the sample instance reported in Section IV. Let $S_a := \{j \in N : y^*_j = 1\}$ denote the optimal index set for $R_a$. The heuristic then computes:

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$S_a$</th>
<th>$z(R_*)$</th>
<th>$LB(\lambda)$</th>
<th>$D - \sum_{j \in N} d_j y^*_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>${1, 3, 5}$</td>
<td>1,420</td>
<td>-</td>
<td>-7</td>
</tr>
<tr>
<td>100</td>
<td>$\emptyset$</td>
<td>1,900</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>50</td>
<td>${1, 5}$</td>
<td>1,310</td>
<td>1,160</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>${1, 3}$</td>
<td>1,295</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>38</td>
<td>${1, 3}$</td>
<td>1,282</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>44</td>
<td>${1, 5}$</td>
<td>1,292</td>
<td>1,160</td>
<td>3</td>
</tr>
<tr>
<td>41</td>
<td>${1, 5}$</td>
<td>1,283</td>
<td>1,160</td>
<td>3</td>
</tr>
<tr>
<td>40</td>
<td>${1, 5}$</td>
<td>1,280</td>
<td>1,160</td>
<td>3</td>
</tr>
<tr>
<td>39</td>
<td>${1, 3}$</td>
<td>1,281</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

and returns (for $\lambda^* = 40$) the approximate solution $S_{a^*} = \{1, 5\}$, of value $LB(\lambda^*) = 1,160$, as well as the upper bound $z(R_{a^*}) = 1,280$ on the optimal value $z(\text{ISP}) = 1,160$. In this small instance the estimated percentage gap is quite large ($= 9.4\%$), since a large portion of the available memory ($= 16\%$) is not used by the selected indexes. For more realistic instances the gap is however much smaller, see Section VII.

VII. EXPERIMENTAL RESULTS

The effectiveness of our branch-and-bound algorithm, as well as that of the heuristics of Sections V and VI, have been evaluated through computational experiments. All the proposed algorithms have been implemented in Fortran, and run on a Sun SPARC-2 workstation. As to the solution of the linear programming relaxations, we used Marsten’s Fortran package XMP [23]. The solution of knapsack problems has been carried out by using the Fortran routines given in [24].

Since we had no access to real-world ISP instances with a significantly large number of relations, we decided to validate the performance of our algorithm on random instances. These instances closely simulate the structure and the workload of real-world DBs, with overall statistics very close to those reported by [31] for a real-world relational DB. The random generation procedure is outlined in the Appendix.

We first analyzed the behavior of our branch-and-bound algorithm on instances involving up to 20 relations. Since each relation has, on average, 15 indexes and 25 queries, these instances involve up to approximately 300 indexes and 500 queries. Memory bound $D$ has been set to a fixed fraction, $\mu$, of the overall memory required to store the DB relations. We have considered three values for $\mu$ ($\mu = 10\%$, $20\%$, and $30\%$), and three values for the number of relations $p$ ($p = 10$, $15$, $20$). For each of the nine resulting data sets, 10 random instances have been generated and solved.

The corresponding average (and, in parentheses, worst) results are reported in Table I. The table gives:

- the average (maximum) computing time, in CPU seconds, for the overall branch-and-bound algorithm;
- the average (maximum) number of explored nodes in the branching tree;
TABLE I
BRANCH-AND-BOUND ALGORITHM

<table>
<thead>
<tr>
<th>p</th>
<th>m</th>
<th>B&amp;B time</th>
<th>B&amp;B nodes</th>
<th>Root time</th>
<th>Root gap %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10%</td>
<td>636.3 (1889.6)</td>
<td>318 (791)</td>
<td>8.0 (10.9)</td>
<td>0.262 (0.628)</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>40.8 (30.8)</td>
<td>35 (55)</td>
<td>7.4 (10.3)</td>
<td>0.002 (0.024)</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>1.3 (3.3)</td>
<td>1 (1)</td>
<td>1.3 (3.3)</td>
<td>0.000 (0.000)</td>
</tr>
<tr>
<td>15</td>
<td>10%</td>
<td>638.4 (1452.7)</td>
<td>225 (474)</td>
<td>13.0 (18.5)</td>
<td>0.023 (0.083)</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>182.6 (401.3)</td>
<td>41 (87)</td>
<td>12.3 (23.0)</td>
<td>0.001 (0.001)</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>31.2 (95.3)</td>
<td>17 (67)</td>
<td>5.3 (12.0)</td>
<td>0.000 (0.000)</td>
</tr>
<tr>
<td>20</td>
<td>10%</td>
<td>2482.9 (3894.4)</td>
<td>425 (807)</td>
<td>29.9 (58.0)</td>
<td>0.015 (0.036)</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>575.8 (1523.1)</td>
<td>127 (263)</td>
<td>9.6 (15.6)</td>
<td>0.001 (0.004)</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>32.3 (148.0)</td>
<td>6 (25)</td>
<td>3.8 (6.5)</td>
<td>0.000 (0.000)</td>
</tr>
</tbody>
</table>

Average (worst) results over 10 instances. Times are given in Sun SPARC-2 CPU seconds.

TABLE II
SIMPLIFIED BRANCH-AND-BOUND ALGORITHM S-BAB

<table>
<thead>
<tr>
<th>p</th>
<th>m</th>
<th>B&amp;B time</th>
<th>B&amp;B nodes</th>
<th>Root time</th>
<th>Root gap %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10%</td>
<td>&gt;2105.5 (~2564.4)</td>
<td>&gt;10000</td>
<td>0.9 (1.1)</td>
<td>13.80 (17.83)</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>&gt;1988.5 (~2195.3)</td>
<td>&gt;10000</td>
<td>0.7 (0.9)</td>
<td>3.17 (5.19)</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>&gt;2310.3 (~2495.1)</td>
<td>&gt;10000</td>
<td>0.7 (0.8)</td>
<td>3.17 (2.05)</td>
</tr>
<tr>
<td>15</td>
<td>10%</td>
<td>&gt;3070.9 (~3348.6)</td>
<td>&gt;10000</td>
<td>1.5 (2.0)</td>
<td>15.79 (19.30)</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>&gt;2719.3 (~3025.7)</td>
<td>&gt;10000</td>
<td>1.0 (1.2)</td>
<td>2.08 (3.29)</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>&gt;3030.2 (~3465.8)</td>
<td>&gt;10000</td>
<td>1.0 (1.1)</td>
<td>1.07 (1.37)</td>
</tr>
<tr>
<td>20</td>
<td>10%</td>
<td>&gt;4429.8 (~4865.4)</td>
<td>&gt;10000</td>
<td>2.8 (3.1)</td>
<td>14.03 (16.86)</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>&gt;3655.4 (~4107.3)</td>
<td>&gt;10000</td>
<td>1.5 (1.7)</td>
<td>3.83 (4.68)</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>&gt;4397.0 (~5120.8)</td>
<td>&gt;10000</td>
<td>1.4 (1.6)</td>
<td>1.03 (1.64)</td>
</tr>
</tbody>
</table>

Average (worst) results over 10 instances. For all instances S-BAB ran out of memory after 10,000 branch-decision nodes.
Times are given in Sun SPARC-2 CPU seconds.

VIII. EXTENSIONS AND CONCLUSIONS

In the previous sections we have derived a mathematical model and resolution algorithms for index selection, on assumptions (a)-(d) of Section II. In this section we briefly discuss the basic concepts underlying possible extensions of our 0-1 ILP model, that allow us to relax some of these assumptions.

- the average (maximum) time spent at the root node of the branching tree, including that spent in the two heuristics described in Section V;
- the average (maximum) percentage gap := 100 · (UB - LB)/UB, computed at the root node, between the upper bound UB = z(LPR) of Section IV and the value LB of the best of the two heuristic solutions of Section V.

As expected, the algorithm exhibits better performance for higher values of p, i.e., when the given memory bound is not too tight. This case, on the other hand, appears to be the most realistic one because allocating to the indexes less than 20% of the data memory seems too restrictive a choice in the design of a real-world DB. In all the cases, the CPU time spent to compute the optimal ISP solution is acceptable in the context of design. The reduction procedure of Section V was quite successful, as it removed (on average) more than 30% of the candidate indexes. As to the approximate solution and the upper bound computed at the root node, they are always very good, and require small computing time. Notice that the gap reported in the table is an upper bound on the percentage error of the approximate solution. Therefore, stopping the algorithm right after the root-node computation results in a very effective heuristic.

In order to evaluate the effect of the improvements to the LPR relaxation described in Section IV, we implemented a simplified branch-and-bound algorithm, S-BAB, obtained from our original branch-and-bound code by inhibiting the search for violated inequalities (9) and (10). Table II shows the performance of S-BAB on the same data-set as in Table I. For all instances S-BAB did not succeed in finding a provably optimal solution, and ran out of memory after having generated and solved more than 10,000 branch-decision nodes. Comparison of Tables I and II clearly demonstrates the effectiveness of having the additional constraints (9) and (10) present in the model.

We next tackled very large-scale instances involving up to 1,000 relations (i.e., up to 15,000 indexes and 25,000 queries) by using the heuristic approach of Section VI. Table III gives the corresponding average (worst) results, computed over 10 random instances. As in Table I, we report computing time, in Sun SPARC-2 CPU seconds, and percentage gap computed as 100 · GAP(1)/z(R^t), see (23) and (24). The table shows that the performances of the heuristic are very good, since very tight (and sometimes provably optimal) solutions are computed in short computing time. The computing time decreases when p increases. Moreover, it grows almost linearly with the number of relations. This is not surprising, since decomposition breaks a p-relations ISP instance into p 1-relation subinstances. Therefore, even larger ISP instances can be solved by the heuristic within acceptable computing time.
TABLE III
LAGRANGIAN HEURISTIC

<table>
<thead>
<tr>
<th>p</th>
<th>μ</th>
<th>Time</th>
<th>Gap%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10%</td>
<td>3.2</td>
<td>0.346</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>1.5</td>
<td>0.074</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>0.5</td>
<td>0.001</td>
</tr>
<tr>
<td>15</td>
<td>10%</td>
<td>3.9</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>2.3</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>1.1</td>
<td>0.011</td>
</tr>
<tr>
<td>20</td>
<td>10%</td>
<td>6.0</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>3.0</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>1.7</td>
<td>0.013</td>
</tr>
<tr>
<td>50</td>
<td>10%</td>
<td>12.3</td>
<td>0.086</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>7.7</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>2.9</td>
<td>0.010</td>
</tr>
<tr>
<td>100</td>
<td>10%</td>
<td>27.8</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>16.4</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>9.3</td>
<td>0.016</td>
</tr>
<tr>
<td>500</td>
<td>10%</td>
<td>149.7</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>83.9</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>45.2</td>
<td>0.014</td>
</tr>
<tr>
<td>1,000</td>
<td>10%</td>
<td>296.6</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>150.1</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>86.9</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Average (worst) results over 10 instances. Times are given in SUN SPARC-2 CPU seconds.

The simplifying assumption a) states that, in index selection, the primary access has already been chosen. This allows us to solve separately the two basic PDD problems, namely, data allocation and index selection, which would be intrinsically mutually dependent (this so-called two-step approach has been described in [8]). In order to make an optimal choice of the primary access (e.g., hashing on an attribute, primary attribute with primary index, etc.) for the DB relations together with the secondary index set, the designer can operate as follows. First, the quantities \( g_i \), \( c_i \), and \( d_i \) have to be computed also for every primary access of interest. Notice that, for a primary access \( j \), \( c_i \) represents the additional global maintenance cost for the relation, and \( d_i \) represents the increase in the secondary storage space required by the relation, both with respect to the case in which no primary access is chosen. The 0-1 ILP model can then be generalized by introducing a \( y \)-variable (and the associated \( x \)-variables) for each primary access and for each secondary index, and by adding to the formulation (3)-(10) the additional constraints

\[
\sum_{j \in N P_i} y_j \leq 1, \quad k \in P
\]

(25)

where \( P \) is the set of the DB relations, and \( N P_i \) the set of the considered primary accesses for relation \( k \). These constraints require us to choose, at most, one primary access for each relation. The main limit of this formulation is that the physical placement of data is unknown when a problem instance is computed: this may result in some approximations in evaluating the quantities \( g_i \) and \( c_i \).

Relaxing assumption b) allows us to deal with the use of more than one index to access a relation during the execution of a query (e.g., in TID intersection list methods). In this case, when answering a query it is possible to use the index subset leading to the minimum execution cost. Relaxing assumption c), instead, allows us to deal with the use of nonseparable join algorithms (e.g., nested loop). In this case, when answering a join query it is possible to use the indexes (one, at most, for every relation in the join) that minimize the global cost of the join, the order of relation accesses depending upon all the indexes chosen.

Further research will follow two main directions:

- investigation of the possible extensions of the combinatorial optimization approach to PDD for object-oriented and knowledge base systems, whose importance for advanced application is increasing;
- new solution techniques for the extended mathematical formulations outlined in this section.
APPENDIX

We next outline the procedure we used to generate random ISP instances that closely simulate the structure and the workload of real-world DBs (see Section VII).

We first set up the structure of the DB. Basically, this calls for defining:

- the number of relations, $p$ (an input parameter);
- the number of tuples and attributes in each relation, defined as uniformly random integer in range $[10000, 100000]$ and $[5, 25]$, respectively;
- for each attribute:
  - the type (integer with probability 30%, and string with probability 70%);
  - the dimension in bytes (equal to 4 for integer attributes, and uniformly random in range $[5, 50]$ for strings);
- the number of possible values attained in the tuples of the relation (equal to the number of tuples with probability 30%, and uniformly random in range $[1/10, 1/100]$ times the number of tuples with probability 70%);
- the dimension $d_i$ (in 4-Byte memory pages) of the corresponding index $j$, computed by assuming a B+ tree structure, 4-byte TIDs, and a padding factor equal to 70%.
- the dimension (in 4-Kbyte memory pages) of each relation, computed by assuming a padding factor equal to 90%.

We then specified the DB workload by defining, among others:

- the number of queries involved on each relation, defined as a uniformly random integer in range $[10, 20]$;
- for each query:
  - the frequency, computed as a uniformly random integer in range $[1, 10]$;
  - the type: "select," "update," "delete," and "insert" with probability 50%, 30%, 10%, and 10%, respectively;
  - for the "select" case, the number of the relations in the query (a random integer belonging to an exponential distribution with expected value 2); we treat each $k$-relation join as $k$ single-table queries;
  - for the "update" case, the number of updated attributes (a random integer belonging to an exponential distribution with expected value 2), and the corresponding indexes (chosen among the indexes of the relation according to an exponential distribution, the first indexes of the relation being more likely to be chosen);
- the number of index-processable predicates (a random integer belonging to an exponential distribution with expected value 5), and the corresponding indexes (chosen among the indexes of the relation according to an exponential distribution);
- the number of attribute values satisfying each predicate, computed as a random integer belonging to an exponential distribution with expected value 10.

The above probability distributions led to realistic instances, with overall statistics very close to those reported by [31] for a real-world relational DB.

After generating the above data, we computed the quantities $g_p$ and $c_j$ that appear in the objective function of our optimization problem. We made the following assumptions:

- The time required by a query only depends upon I/O operations, hence can be expressed by the number of pages transferred to/from the main memory;
- The attribute values are independent of each other, and uniformly distributed among the tuples of each relation;
- The number of pages containing $T$ tuples in a relation stored in $P$ pages is given by the widely-used Cardenas' formula ([6]):
  $$ \Phi(P, T) = P \left(1 - \left(1 - \frac{1}{P}\right)^T\right); $$

- Each index maintenance cost in a query is computed assuming an unordered scan of the index (see [13]).

Moreover, two separable join methods for executing join queries were considered: sort merge (see [30]) and nested loop with a predefined nesting level for each join relation (see [5]).

Fuller details on the instance generation are given in [7]. We stress the fact that the assumptions we made in the instance generation can be changed without affecting the validity of the solution approach we propose (provided conditions a) to d) of Section II hold).
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